Spike Timing and Information Transmission at Retinogeniculate Synapses

Article in The Journal of Neuroscience: The Official Journal of the Society for Neuroscience - October 2010
DOI: 10.1523/JNEUROSCI.0909-10.2010 · Source: PubMed

3 authors:

Daniel Llewellyn Rathbun
Henry Ford Health System
42 PUBLICATIONS  518 CITATIONS
SEE PROFILE

David K Warland
University of California, Davis
17 PUBLICATIONS  4,146 CITATIONS
SEE PROFILE

W. Martin Usrey
University of California, Davis
65 PUBLICATIONS  4,249 CITATIONS
SEE PROFILE

Some of the authors of this publication are also working on these related projects:

- rat auditory environmental enrichment  View project
- STA bionic electrical input filters  View project

All content following this page was uploaded by W. Martin Usrey on 31 May 2014.
The user has requested enhancement of the downloaded file.
Spike timing and information transmission at retinogeniculate synapses

Daniel L. Rathbun¹,², David K. Warland³, and W. Martin Usrey¹,³,⁴,*

¹ Center for Neuroscience, University of California, Davis
² Institute for Ophthalmology and Center for Integrative Neuroscience, University of Tuebingen, Germany
³ Department of Neurobiology, Physiology & Behavior and Neurology, University of California, Davis
⁴ Department of Neurology, University of California, Davis

Abstract
This study examines the rules governing the transfer of spikes between the retina and LGN with the goal of determining whether the most informative retinal spikes preferentially drive LGN responses and what role spike timing plays in the process. By recording from monosynaptically-connected pairs of retinal ganglion cells and LGN neurons in vivo in the cat, we show that relayed spikes are more likely than non-relayed spikes to be evoked by stimuli that match the recorded cells' receptive fields and that an interspike interval (ISI)-based mechanism contributes to the process. Relayed spikes are also more reliable in their timing and number where they often achieve the theoretical limit of minimum variance. As a result, relayed spikes carry more visual information per spike. Based on these results, we conclude that retinogeniculate processing increases sparseness in the neural code by selectively relaying the highest fidelity spikes to the visual cortex.
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Introduction
Retinal ganglion cells produce many more spikes than their postsynaptic targets in the lateral geniculate nucleus (LGN) of the thalamus (Hubel and Wiesel, 1961; Cleland et al., 1971; Kaplan et al., 1987; Mastronarde, 1987; Usrey et al., 1998; 1999; Levine and Cleland 2001; Rowe and Fischer 2001; Sincich et al., 2007, 2009; Weyand 2007), yet there appears that little information loss occurs between the retina and the LGN (Sincich et al., 2009a). Because the LGN is the major source of visual information supplied to primary visual cortex, the re-coding of visual information by LGN neurons has important ramifications for all downstream processing of events in the visual world. An important question we address here is whether retinal spikes carrying the most visual information are preferentially passed from the retina to the LGN and, if so, what role spike timing plays in this process.

*Correspondence: Center for Neuroscience, University of California, Davis, 1544 Newton Court, Davis, CA 95618, 530 754-5468 ph, 530 757-8827 fax, wmusrey@ucdavis.edu.
The retinogeniculate pathway is an ideal substrate for studying the relationship between pre- and postsynaptic activity and the transmission of sensory information. Unlike cortical neurons, LGN neurons receive feedforward input from a very small number of retinal ganglion cells, typically 1–5 (Cleland, 1985; Reid and Usrey, 2004). Consequently, these inputs are generally quite strong and effective at driving suprathreshold responses. Indeed, simultaneous recordings of monosynaptically connected retinal ganglion cells and LGN neurons demonstrate that spikes from an individual retinal ganglion cell can reliably drive spikes in a postsynaptic LGN neuron (Cleland et al., 1971; Mastronarde, 1987; Usrey et al., 1998; 1999; Levine and Cleland, 2001; Rowe and Fischer, 2001; Weyand, 2007). Furthermore, results from studies examining S-potentials (an extracellular measure of the retinal EPSP) indicate that nearly every spike produced by an LGN neuron can be attributed to spikes arriving from the retina (Kaplan and Shapley, 1984; Sincich et al., 2007). With this in mind, there are also interesting dynamics influencing the transmission of spikes between the retina and LGN, as retinal spikes that occur following short interspike intervals (ISIs; <30 msec) are more effective at evoking postsynaptic spikes than spikes that follow longer ISIs (Mastronarde, 1987; Usrey et al., 1998; Levine and Cleland 2001; Sincich et al., 2007; Weyand, 2007). If this dynamic efficacy serves to capture those retinal spikes that are most informative about the external world (Rathbun et al., 2007; Sincich et al., 2009; Uglesich et al., 2009), then retinal spikes relayed to cortex should have a stronger correlation with the visual stimulus than non-relayed spikes. Relayed spikes should also have more information per spike than non-relayed spikes. To test these hypotheses, we made simultaneous recordings from monosynaptically connected retinal ganglion cells and LGN neurons in the anesthetized cat and studied the visual properties of relayed and non-relayed spikes. Compared to non-relayed spikes, we found that relayed spikes were more likely to be evoked by stimuli that matched the cell’s receptive field. We also found that most cells used a neural code that was well described by sequences of firing events and that these cells operated near the fundamental physical limits of precision. Finally, the average information conveyed by a single spike increased across the retinogeniculate synapse. These results demonstrate that the LGN is much more than a simple relay for retinal signals to cortex; it is a structure that serves to improve the visual signal and increase overall coding efficiency.

Materials and Methods

Surgery and preparation

All surgical and experimental procedures were performed with the approval of the Animal Care and Use Committee at the University of California, Davis. Adult cats, both sexes, were initially anesthetized with ketamine (10 mg/kg, IM) and maintained with thiopental sodium (10 mg/kg, IV). Wound margins were infused with lidocaine before and after each incision. Animals were placed in a stereotaxic apparatus and mechanically respired. ECG, EEG, and expired CO\textsubscript{2} were continuously monitored for the duration of the experiment. Anesthesia was maintained with thiopental sodium (2 mg/kg/hr, IV). If physiological monitoring indicated a decrease in the level of anesthesia, additional thiopental was given and the rate of infusion increased.

A small craniotomy was made above the LGN, the dura was reflected and the craniotomy was filled with agarose. The lateral margin of each eye was dissected and each sclera was glued to a ring mounted on the stereotaxic frame. These rings minimized eye movements and facilitated the introduction of an intraocular guide tube.

Once all surgical procedures were complete, the animal was paralyzed with vecuronium bromide (0.2 mg/kg/hr, IV). The pupils were dilated with 1% atropine sulfate and the nictitating membranes were retracted with 10% phenylephrine. Flurbiprofen sodium (1.5
mg/hr) was administered to ensure pupillary dilation. The eyes were fitted with contact lenses and focused on a monitor located 1 meter in front of the animal.

**Electrophysiological recording and visual stimuli**

Single-unit recordings were made simultaneously from the retina and LGN. The LGN recordings were made using a 7-channel multielectrode array (Thomas Recording, Marburg, Germany). Retinal recordings were made using a single tungsten-in-glass microelectrode. Retinal recordings were made from regions of the right or left eye that projected to LGN layer A in the opposite hemisphere. The retinal electrode was introduced into the posterior chamber of the eye through a guide tube and positioned using a custom-made manipulator. Using a small-spot of light and an audiomonitor, the region of the retina that evoked responses from the recordings in the LGN was determined and then targeted for retinal recordings. Neural responses were amplified, filtered and recorded to a PC with a Power 1401 data acquisition interface and the Spike 2 software package (Cambridge Electronic Design, Cambridge, UK). The spikes of individual neurons were isolated using template matching, parametric clustering, and the presence of a refractory period in the autocorrelogram.

Visual stimuli were created with a VSG 2/5 visual stimulus generator (Cambridge Research Systems, Rochester, UK) and presented on a gamma-calibrated Sony monitor with mean luminance of 38 cd/m\(^2\). Located Receptive fields were mapped using a binary white-noise stimulus that consisted of a 16 × 16 grid of squares (Reid et al., 1997). Each square flickered independently between black and white according to an ‘m-sequence’. The monitor ran at a frame rate of 140 Hz and stimuli were updated with each monitor frame for 2\(^{15}\) - 1 frames (~4 minutes). Approximately 4–16 squares of the stimulus overlapped each neuron’s receptive field center. A subset of neurons was also studied using a repeating, 10-second segment of the white-noise stimulus presented in one or more blocks of 100 repetitions.

**Data analysis**

**Cross-correlation analysis**—Cross-correlation analysis was used to assess connectivity between neurons recorded from simultaneously in the retina and LGN during white-noise stimulation. Using a bin size of 0.1 msec, an abrupt, short-latency peak in the cross-correlogram was taken as evidence of a monosynaptic connection between cell pairs (see Figure 1; Mastronarde 1987; Usrey et al., 1998, 1999). Once the bin containing the peak was identified, all neighboring bins with values greater than 3 standard deviations above the baseline mean were considered part of the peak. The baseline mean was calculated using bins from 30 to 50 msec on either side of the peak bin. Because each count in the cross-correlogram peak represents a single retinal spike relayed by the LGN neuron to cortex, these retinal spikes were termed ‘relayed’ spikes whereas the remaining retinal spikes were termed ‘non-relayed’. Efficacy was calculated as the percent of retinal spikes relayed by the LGN neuron (Levick et al., 1972; Usrey et al., 1998, 1999).

**Reverse-correlation analysis**—Spatiotemporal receptive field (STRF) maps were generated from neuronal responses to a white-noise stimulus using reverse-correlation analysis. When receptive field maps were calculated separately for relayed and non-relayed spikes, a randomly-selected subset of spikes from the group with the most spikes was used to ensure the analysis was performed using spike-count matched data sets (Rathbun et al., 2007). Since noise in the receptive field map typically decreases as more spikes are included in the reverse-correlation analysis, spike-count matching ensured that receptive field map differences were not influenced by spike number.
Maps were fitted with a spatiotemporal receptive field model to achieve smooth functions from which several parameters could be easily measured. Center ($F_C$) and surround ($F_S$) subregions were each treated as space/time separable sensitivity profiles ($F = S \ast T$) in which the spatial component ($S$) was a circularly symmetric Gaussian:

$$S(x,y) = A \cdot e^{-\frac{(x^2 + y^2)}{2\sigma^2}}$$

(1)

and the temporal component ($T = T_s \cdot T_d \cdot T_r$) was the product of a sinusoid

$$T_s(t) = \cos \left( \frac{2\pi (t - \delta)}{\tau_s} \right)$$

(2)

an exponential decay

$$T_d(t) = e^{-\left( \frac{(t - \delta)}{\tau_d} \right)^2}$$

(3)

and a sigmoid-shaped onset

$$T_r(t) = \frac{[[t - \delta]/\tau_r]^3}{1+[[(t - \delta)/\tau_r]^3}$$

(4)

(Rodieck, 1965; Schnapf et al., 1990). In this model, amplitude ($A$) represents a relative scaling factor, $\sigma$ reflects the standard deviation of the circularly symmetric Gaussian, $\delta$ is the stimulus-response delay and $\tau_s$, $\tau_d$, and $\tau_r$ are time constants for the sinusoid, exponential decay, and sigmoid rising phase, respectively. A constrained nonlinear optimization procedure (MATLAB function: fmincon; The Mathworks, Natick, MA) was used to fit these parameters to the full white-noise receptive field map. Finally, the full space-time fit is given by the sum of the center and surround subregions:

$$(F_{ST} = F_C - F_S).$$

To facilitate calculation of the NDP, the continuous function of the STRF fit was calculated at each of the $16 \times 16 \times 16$ points in space and time as the original STRF map.

A normalized dot product (NDP) was used to quantify the degree of similarity between the series of stimulus frames preceding each epoch of time (matching in length the number of frames associated with the STRF) and the fit of the STRF map (Supplemental Figure 1). The NDP was calculated using the equation:

$$NDP = \frac{\sum_i \text{sgn}(A_i \ast B_i) \ast |A_i|}{\sum_i |A_i|}$$

(6)
where \( i \) represents the \( i \)th point in the \( 16 \times 16 \times 16 \) STRF fit, \( A \) represents the STRF vector and \( B \) represents the binary stimulus vector (with black squares represented by \(-1\), and white squares represented by \(+1\)). Accordingly, the NDP is a single value, ranging from \(-1\) to \(1\), that provides a quantitative measure of how well the spatiotemporal stimulus at a given point in time matches the fitted spatiotemporal receptive field of a neuron, over all points \((i)\) in space and time. By calculating the full NDP series from the stimulus, we are, in essence, filtering the stimulus with the cell’s linear receptive field, and expressing how well each point in the stimulus is expected to excite that neuron.

**Analysis of spike train statistics**—To quantify the number precision and timing precision of spike trains, we used the method described in Berry et al. (1997). Post-stimulus time histograms (PSTHs) were created from retinal ganglion cell responses to a repeating 10-second clip of the white-noise stimulus (see Figure 6). Separate PSTHs were made for (1) relayed spikes, (2) non-relayed spikes, and (3) all retinal spikes (relayed + non-relayed). A relatively fine bin width of 0.3 msec was used to generate PSTHs because the data contained a high degree of temporal precision. Before identifying the event boundaries, we smoothed each PSTH with a Gaussian filter of width equal to the average jitter in the firing rate across all cells \((\bar{\text{f}} = 0.72 \text{ msec})\). The width \(\bar{\text{f}}\) was determined by fitting a Gaussian curve to the spike train autocorrelation function for each cell and then averaging this value over all cells. Note that once event boundaries were determined, the number and timing precision values were measured directly from spike times and no longer depended on the choice of smoothing. Event boundaries were identified as local minima \(v\) that were significantly lower than neighboring maxima \(p_1\) and \(p_2\) at the 95% confidence level, such that \(\sqrt{p_1p_2} / v \geq \phi\), where the threshold \(\phi\) was chosen as \(1.5\). Each event in the PSTH was fitted with a normal distribution whose variance was taken as the spike timing variance of that event.

Information rates were calculated using the methods of Strong and colleagues (1998). Briefly, spike trains were discretized and converted to binary strings. These strings were broken into sets of ‘spike words’ using a range of temporal bin sizes \((\Delta T)\) and word lengths \((T)\), where \(\bar{p}_i\) represents the normalized count of the \(i\)th word. For any given combination of \(\Delta T\) and \(T\), entropy is estimated as

\[
S(T, \Delta T; \text{size}) = - \sum_i \bar{p}_i \log_2 \bar{p}_i. \tag{7}
\]

This notation is used to specifically emphasize that the estimate is dependent on data set size.

To correct for finite data set size, total and noise entropy were estimated by extrapolating true entropy \((S_0)\) from increasing fractions of the total data set using a least squares fit to the form \(S = S_0 + S_f/\text{size} + S_g/\text{size}^2\). As spike words become long, entropy rate estimates become biased because of the finite available data. Therefore, moderately long word lengths were used to extrapolate entropy rates for arbitrarily long spike words at each \(\Delta t\). Finally, coding efficiency was used to identify the physiologically relevant \(\Delta t\) for each cell. The results reported were statistically significant for all \(\Delta t\).

**General Statistics**—Unless otherwise indicated, population data is summarized by the mean and standard error of the mean. Wilcoxon’s signed-rank test was used to determine \(p\) values for all pair-wise statistical tests.
Results

To determine the influence of spike timing on visual processing and the transmission of information between the retina and LGN, we made simultaneous extracellular recordings from 17 pairs of monosynaptically-connected retinal ganglion cells and LGN neurons in the anesthetized cat. For each pair of cells, spatiotemporal receptive field maps were made using a binary white-noise stimulus and reverse-correlation analysis (Experimental Procedures). Connectivity was independently assessed by performing a cross-correlation analysis on the simultaneously recorded spike trains (Experimental Procedures). Figure 1 shows the receptive field maps and cross correlograms from two representative pairs of cells (1 on-center pair, 1 off-center pair). In each correlogram, retinal spikes are set to time zero and the abrupt and narrow peak to the right of zero (~2.5 msec latency) indicates that the LGN cell often fired a spike in response to the retinal input. Importantly, only a subset of retinal spikes evoked LGN spikes in their target neurons (34.6% and 13.8%, for pairs 1 and 2). Likewise, not all LGN spikes were evoked by spikes from their simultaneously recorded retinal input (38.0% and 52.6% for pairs 1 and 2; also see Supplemental Figure 2).

Consistent with previous reports (Cleland et al., 1971; Mastronarde 1987; Usrey et al., 1999), all of the monosynaptically connected pairs of cells in this study had overlapping receptive fields (6 on-center pairs, 10 off-center pairs, 1 on/off pair; Supplemental figure 2). None of the results reported below differed significantly for on vs. off cell pairs. Because most of the cell pairs were comprised of Y cells (13/17 pairs; only 1 pair confidently identified as an X-cell pair), it was not possible to examine differences between X and Y cells.

Stimulus properties encoded by relayed spikes

To address the question of whether retinal spikes that directly drive geniculate spikes differ from those that do not drive spikes, we used each cell pair’s cross-correlogram to sort retinal spikes into two groups: relayed spikes and non-relayed spikes (see Materials and Methods). We then used reverse-correlation analysis to generate separate receptive field maps for the relayed and non-relayed spikes. As shown with an individual example in Figure 2A, the amplitude (indicated in pixel brightness) of the response map to stimuli in the receptive field center was greater for relayed spikes than for non-relayed spikes. It should be noted that this analysis was done using a spike-count matched data set to allow for direct comparison of response maps and to match noise levels in the measurements (Rathbun et al., 2007; see Materials and Methods).

To compare the relative strength of center amplitudes across cell pairs, we used an amplitude index whereby positive values correspond to cases where center amplitude was greater for relayed spikes and negative values correspond to cases where center amplitude was greater for non-relayed spikes. As shown in Figure 2B, index values are significantly greater than zero, on average, across our sample of cell pairs (n=17; p<0.01), indicating that relayed spikes are more frequently than non-relayed spikes to be driven by the visual stimulus.

To quantify the relationship between visual stimuli and relayed vs. non-relayed spikes further, we determined how well the white-noise stimulus that preceded each relayed spike matched the full receptive field of the retinal ganglion cell and compared these values to those for non-relayed spikes. This process was also performed using the full receptive field of the connected LGN neuron. For this analysis, we separately calculated the normalized dot product (NDP) between the white-noise stimulus and the spatiotemporal receptive field fits for the retinal ganglion cell and the connected LGN neuron (see Materials and Methods and Supplemental Figure 1). Using this approach, a NDP value of zero would indicate a random relationship between stimulus pixels and the receptive field of interest, a value of 1 would
indicate that each pixel of the stimulus matched the receptive field in sign and a value of -1 would indicate an inverted stimulus.

Using all frames of the full stimulus set, NDP values were normally distributed with a peak at 0 and a variance of 0.11. More importantly, NDP values calculated using only those stimulus frames that preceded relayed spikes were significantly greater, on average, than those calculated using frames that preceded non-relayed spikes (Figures 3A–C; p<0.01). Indeed, NDP values were 1.37 times greater, on average across cell pairs, for relayed spikes compared to non-relayed spikes when using the retinal ganglion cell’s receptive field and 2.28 times greater when using the LGN neuron’s receptive field. These results further demonstrate that relayed spikes follow stimuli that more closely match the retinal ganglion cell’s receptive field. Moreover, the finding that the relative increase in the NDP is greatest when using the LGN neuron’s receptive field is consistent with results from several studies demonstrating spatial and temporal differences in the receptive fields of synaptically connected retinal ganglion cells and LGN neurons—differences that include partially overlapping receptive fields, increased surround antagonism and increased response transience in the LGN (Hubel and Wiesel, 1961; Cleland et al., 1971; Kaplan et al., 1987; Mastronarde 1987; Mukherjee and Kaplan, 1995; Usrey et al., 1999). The finding that the relative increase in the NDP is greatest when using the LGN neuron’s receptive field is also consistent with the view that relayed spikes are likely to occur when evoked by stimuli that evoke responses from other (convergent) retinal ganglion cells with partially overlapping receptive fields that together establish the spatial organization of the LGN receptive field (Cleland, 1986; see also Mastronarde, 1989; Alonso et al., 2006; Chatterjee et al., 2007; Shlens et al., 2008).

We next examined the relationship between the NDP and the interspike interval (ISI) that preceded each retinal spike. Several studies have shown that retinal spikes that follow short ISIs are more effective at driving LGN responses than spikes that follow longer ISIs (Mastronarde et al., 1987; Usrey et al., 1998; Levine and Cleland, 2001; Rowe and Fischer, 2001; Sincich et al., 2007; Weyand, 2007). This paired-spike enhancement is greatest for retinal spikes with ISIs just greater than the refractory period of the retinal neuron and continues for ISIs up to ~30 msec, where the first and second spike of a pair have equal probability of evoking a spike in the LGN. Across our sample of retinal ganglion cells, which had a median ISI of 16.9 msec, paired-spike enhancement was robust and similar in shape to previous reports (Figures 3B and 3C; also see the ISI distributions in Figure 2A). More importantly, NDP values calculated using the white-noise stimulus and the spatiotemporal receptive field fit for each individual retinal ganglion cell were greatest for retinal spikes following short ISIs (Figure 3D). This finding indicates that the biophysical properties dictating synaptic efficacy and temporal summation are tuned to capture those retinal spikes that are driven by stimuli that best match the receptive field filter of the retinal ganglion cell.

An interesting prediction based on the ISI-dependent filter for retinogeniculate communication is an increased visual response latency for relayed vs. non-relayed retinal spikes. This prediction is based on the notion that the first retinal spike in a response is less likely to drive an LGN response than subsequent spikes in the response because of its longer preceding ISI. To test this prediction, we examined the temporal kernel corresponding to the receptive field center of retinal ganglion cells and compared the time to peak response for relayed and non-relayed spikes. As shown in Figure 4, there was a modest, but significant, increase in the visual response latency for relayed spikes compared to non-relayed spikes (mean latency difference = 1.7 msec; p<0.01). This finding indicates that retinogeniculate processing improves coding fidelity of the transmitted signal at the cost of modestly increasing response latency.
Number precision and timing precision across the retinogeniculate synapse

To study the influence of retinogeniculate processing on the number precision and timing precision of signals passed on to cortex, we analyzed the spike trains of monosynaptically connected retinal ganglion cells and LGN neurons to many repeats of a 10-second segment of the white-noise stimulus. Figure 5A shows the spiking activity of a representative retinal ganglion cell to 100 repeats of the stimulus (only a 300 msec segment is shown in order to distinguish individual ticks); black ticks correspond to non-relayed spikes and red ticks correspond to relayed spikes. The PSTHs shown below Figure 5A were generated separately using (i) both the relayed and non-relayed spikes, (ii) only the relayed spikes, and (iii) only the non-relayed spikes (Figures 5B, 5D and 5F, respectively). These PSTHs were used to define event boundaries for subsequent analysis (see Materials and Methods). Figures 5C, E and G show the relationship between mean spike count and spike count variability for all of the events in the retinal spike train, the relayed events and the non-relayed events.

Consistent with previous findings (Kara et al., 2000), there was an overall increase in the Fano Factor between the retina and LGN (Supplemental Figure 3). It is noteworthy that nearly all of the cells in our sample had sub-Poisson statistics, and that these spike trains often demonstrated a coding precision that approached the fundamental mathematical limits set by spike train statistics. The lower scallop-shaped gray line in Figures 5C, E and G represent the theoretical minimum variance $\sigma^2 = f(1-f)$ (where $f$ is the fractional mean spike count and $\sigma^2$ is the variance) and the upper straight line is the expected behavior if the neuron was described by a firing probability that varies with the stimulus (Poisson statistics). Similar to measurements in other visual systems, these neurons appear to use discrete firing events as the symbols with which to encode the visual world (Berry et al., 1997). Figure 5C (inset) shows how nested scallops are traced out by the data with each sequential scallop in this inset indicating one more deviation from the mathematical limit than the preceding scallop. Notably, since the majority of the firing events have a variance less than 0.25 spikes, firing events differing by even a single spike can be distinguished by downstream processing. Clearly, it appears that the responses of retinal ganglion cells are not well described by a firing rate alone.

An examination of event timing variance showed that relayed spikes have greater spike timing precision than non-relayed spikes (Figure 6A; p<0.05; see Materials and Methods). Likewise, relayed spikes had more spike number precision than non-relayed spikes (Figure 6B; p<0.01). For a final analysis, we examined the information content of each spike class (Figure 6C). As expected from the spike number and spike timing differences between relayed and non-relayed spikes, relayed spikes were found to transmit more visual information per spike than non-relayed spikes (p<0.01). Consistent with the theory of sparse coding (Olshausen and Field, 2004), these results demonstrate that the processing of spikes at the retinogeniculate synapse serves to recode the visual signal with the same fidelity using a smaller number of spikes, thereby improving the overall coding efficiency of the visual system.

Discussion

Visual signals leaving the eye do not have direct access to the cortex, but rather must be relayed to the cortex by neurons in the lateral geniculate nucleus (LGN). Because retinal ganglion cells produce many more spikes than their postsynaptic targets in the LGN, only a fraction of the spikes generated in the retina reach the cortex. The goal of this study was to determine how this filtering of spikes by LGN neurons affects the visual signal that reaches the cortex. In particular, we wished to know whether the most informative retinal spikes preferentially drive LGN responses, how relayed and non-relayed spikes differ in their response characteristics, and whether spike timing plays a role in the selection process. By recording simultaneously the spiking activity of monosynaptically connected pairs of retinal...
ganglion cells and LGN neurons, we compared the visual responses of relayed and non-relayed retinal spikes. Unlike S-potential recordings that allow for a comparison between the spike trains of an LGN neuron and its strongest retinal input, paired-cell recordings allow for a comparison between the spike trains of an LGN neuron and any of its retinal inputs, strong or weak. For all pairs of cells, with strong or weak connections, our results show that relayed spikes are more likely than non-relayed spikes to be evoked by stimuli that match a cell’s receptive field. An interspike interval (ISI)-based mechanism contributes to this phenomenon, as retinal spikes that occur following a short ISI are not only more likely to drive a postsynaptic spike, but also more frequently evoked by stimuli that best match the cell’s receptive field. In addition, relayed spiking events were more precise in spike timing and spike count. Consequently, relayed spikes carry more information than non-relayed spikes. In the sections below, we discuss the cellular mechanisms that govern retinogeniculate communication and consider the implications of our results for information processing in the early visual system with an emphasis placed on how spike processing in the LGN may increase coding efficiency through encoding the information more sparsely.

**Functional properties of retinogeniculate connections**

Across species, the receptive fields of LGN neurons closely resemble those of their retinal afferents, in terms of retinotopic location, receptive field size, and the spatial organization of on and off responses (Hubel and Wiesel, 1961; Cleland et al., 1971; Levick et al., 1972; Usrey and Reid, 1998, 1999; Sincich et al., 2007; Wang et al., 2007; Sincich et al., 2009b). These similarities are likely the result of a precise organization of connections between the retina and LGN with minimal convergence. Indeed, individual LGN neurons in the cat typically receive convergent input from a small ensemble of retinal ganglion cells, typically 1–5 cells (reviewed in Cleland, 1985; Reid and Usrey, 2004). An important consequence of this low convergence is that individual afferents are quite strong and capable of driving suprathreshold responses. Thus, unlike the cortex where large numbers of weak afferents must work together to bring a target cell to spike threshold, a single retinal afferent can reliably drive postsynaptic spikes in the LGN.

Unlike the subtle differences in spatial structure between the receptive fields of retinal ganglion cells and LGN neurons, there are dramatic differences in the temporal structure of their spike trains. As mentioned above, individual retinal ganglion cells provide strong input to target cells in the LGN; however, isolated retinal spikes rarely drive suprathreshold responses. Rather, retinal spikes are most likely to drive postsynaptic spikes when they occur shortly after a previous retinal spike (Mastronarde, 1987; Usrey et al., 1998; Levine and Cleland 2001; Rowe and Fischer 2001; Sincich et al., 2007; Weyand, 2007). This increased efficacy for driving a response is greatest for retinal spikes with the shortest preceding ISIs (~2 msec, limited by the cell’s refractory period) and decreases with increasing ISI to ~30 msec, where the first and second spike in a pair have equally low efficacy at driving a postsynaptic spike (see Figure 3C).

Although numerous presynaptic and postsynaptic mechanisms influence synaptic communication between retinal ganglion cells and LGN neurons (Chen et al., 2002; Chen et al., 2003; Blitz and Regehr, 2003; Dan and Poo, 2006), temporal summation appears to make the greatest contribution to the enhanced efficacy of retinal spikes that follow short ISIs, as evidenced by a recent modeling paper demonstrating that an LGN neuron’s spike train can be accurately predicted from the retinal spike train by taking into account postsynaptic summation (Carandini et al., 2007). Interestingly, retinal spikes that precede a pair with a given ISI have a relatively minor influence on enhancing the efficacy of the second spike in the pair (Usrey et al., 1998). Thus, the memory of an LGN neuron appears to be rather short, with the single ISI that precedes any given spike having the most significant influence on the likelihood that the LGN neuron will reach threshold.
In layer 4 of primary visual cortex, an increased efficacy for short ISI LGN spikes occurs not only when the spikes establishing the ISI come from the same LGN neuron (homosynaptic interactions), but also when they come from two different LGN neurons providing convergent input (heterosynaptic interactions; Usrey et al., 2000). Although the opportunities for heterosynaptic interactions should be less for LGN neurons than for cortical neurons (due to an approximate 6-fold decrease in the number of convergent inputs; Reid and Usrey, 2004), the basic mechanism of temporal summation should increase the efficacy of short ISI spikes when the spikes come from the same retinal axon or different retinal axons.

A major finding of this study is that relayed spikes are more likely than non-relayed spikes to be evoked by stimuli that match a cell’s receptive field. This finding has a clear underlying cellular mechanism, as retinal spikes that follow short ISIs are more frequently evoked by stimuli that best match the cell’s receptive field (Figures 2A and 3D; also see Rathbun et al., 2007) and more likely to drive postsynaptic spikes in their target neurons via postsynaptic summation (Mastronarde, 1987; Usrey et al., 1998; Levine and Cleland 2001; Rowe and Fischer 2001; Carandini et al., 2007; Sincich et al., 2007; Weyand, 2007). Importantly, the enhanced efficacy of second spikes in a pair and the increased correlation of second spikes with the visual stimulus follow a similar ISI-dependent time course, indicating that the biophysical properties that govern postsynaptic summation are tuned to capture those retinal spikes evoked by stimuli with the greatest signal. An interesting question is whether this tuning can be adjusted by behavior or by altering the statistics of the visual environment. Evidence supporting these possibilities comes from attention studies that find increased activity among LGN cells when spatial attention is directed towards their receptive fields, as well as from experiments showing that membrane time constants are dynamic and can be increased or decreased by altering the overall activity of afferent inputs and by changing the amount of modulatory input a cell receives (Koch et al., 1996; Zhu and Uhlrich, 1997; Sanchez-Vives et al., 2000; Vanduffel et al., 2000; Uhlrich et al., 2002; O’Connor et al., 2002; Kastner et al., 2004; Alitto and Usrey, 2005; McAlonan, et al., 2008).

Sparse Coding

The theoretical principles behind sparse coding have had broad impact in disciplines such as Engineering and Mathematics in addition to the fundamental insights they have given into the coding strategies employed by the brain. At its core, sparse coding seeks to represent a signal using the smallest number of elements selected out of a large dictionary. In addition to the benefit of providing a compact representation of signals, sparse coding has found a wide range of applications in signal and image analysis tasks including de-noising, super-resolution, in-painting, sound source separation, extraction of key features for object recognition, and has provided the foundation for new fields such as compressed sensing.

In the field of neuroscience, it has been known for some time that many neurons in higher stages of sensory processing tend to fire less frequently than those at lower stages. This observation is often attributed to higher levels of the nervous system representing sensory information that is more specific than at lower levels (Barlow, 1972). It has been widely argued that such sparse representations are important for a number of biological reasons, including coding and energy efficiency, making the structure of natural signals more explicit, making the information easier to read out or process at higher stages of processing, and increasing the storage capacity of memory (Olshausen and Field, 2004). Recent studies showing that the amount of information available in the spike train of an LGN neuron is similar to that of its higher firing rate retinal afferent (Sincich et al., 2009a; Uglesich et al., 2009), further support the idea that the retinogeniculate synapse is re-representing the incoming retinal information in a sparse form. Although once considered a structure that only relayed spikes from the retina to the cortex, the results of this paper and other recent
evidence demonstrate that the LGN is contributing significantly to shaping the visual signal before it arrives to cortex. Our finding that the average information conveyed by a single spike increases across the retinogeniculate synapse by selectively transmitting retinal spikes with the most information, supports the idea that the LGN employs the principles of sparse coding to improve downstream visual processing and coding efficiency.
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Refer to Web version on PubMed Central for supplementary material.
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Receptive fields and cross-correlograms from two pairs of cells—a retinal ganglion cell and an LGN neuron—that met the criteria for a monosynaptic connection. Each pair of cells was recorded from simultaneously, in vivo, with separate electrodes in the eye and the LGN. Cells were excited with a spatiotemporal white-noise stimulus and receptive fields were calculated using reverse-correlation analysis. In each receptive field map, red codes for on responses and blue for off responses; pixel brightness indicates the strength of response. The cells in Pair 1 are on-center cells, the cells in Pair 2 are off-center cells; receptive fields are shown at the delay between stimulus and response that corresponds to maximum response. For each pair of cells, receptive fields overlap extensively. Scale bars indicate 1° of visual angle. The cross-correlograms to the right of the receptive field maps show the temporal relationship between spikes generated by the retinal ganglion cell and the simultaneously recorded LGN neuron under white-noise stimulation; bin size is 0.1 msec. Retinal spikes are set to time zero and data points in the correlogram show the relative activity of the LGN neuron. The abrupt, short latency peak in each cross-correlogram indicates that the LGN neuron often fired a spike in response to a retinal spike.

**Figure 1.**

Receptive fields and cross-correlograms from two pairs of cells—a retinal ganglion cell and an LGN neuron—that met the criteria for a monosynaptic connection. Each pair of cells was recorded from simultaneously, in vivo, with separate electrodes in the eye and the LGN. Cells were excited with a spatiotemporal white-noise stimulus and receptive fields were calculated using reverse-correlation analysis. In each receptive field map, red codes for on responses and blue for off responses; pixel brightness indicates the strength of response. The cells in Pair 1 are on-center cells, the cells in Pair 2 are off-center cells; receptive fields are shown at the delay between stimulus and response that corresponds to maximum response. For each pair of cells, receptive fields overlap extensively. Scale bars indicate 1° of visual angle. The cross-correlograms to the right of the receptive field maps show the temporal relationship between spikes generated by the retinal ganglion cell and the simultaneously recorded LGN neuron under white-noise stimulation; bin size is 0.1 msec. Retinal spikes are set to time zero and data points in the correlogram show the relative activity of the LGN neuron. The abrupt, short latency peak in each cross-correlogram indicates that the LGN neuron often fired a spike in response to a retinal spike.
Figure 2.
Relayed retinal spikes have a stronger correlation with a visual stimulus than non-relayed spikes. A. Three receptive field response maps made using 3 categories of spikes from a representative retinal ganglion cell: “all” spikes, “relayed” spikes, and “non-relayed” spikes. Response maps were made using an equal number of spikes and the maps are shown with the same color scale (pixel brightness) in order to compare response amplitude (correlation between stimulus and response) across the 3 categories of spikes. The histograms shown below the receptive field maps show the distribution of preceding interspike intervals (ISIs) for each category of spikes class. The distribution of ISIs for relayed spikes is shifted to the left of that for non-relayed spikes, indicating that relayed spikes are more likely to occur following short ISIs. B. Difference Index histogram showing the relationship between the amplitudes of center subregions calculated from relayed and non-relayed spikes across cell
pairs (n=17 pairs). The Difference Index is calculated as the difference between these amplitude values for relayed and non-relayed spikes divided by their sum. Positive values indicate greater center amplitude for relayed spikes and negative values indicate greater center amplitude for non-relayed spikes.
Figure 3.
Visual stimuli that best match the receptive fields of the retinal ganglion cell and LGN neuron are more likely to evoke relayed spikes and are more likely to drive short ISI responses. A. Scatter plot showing the relationship between the visual stimulus preceding relayed and non-relayed retinal spikes and the retinal ganglion cell’s STRF map—quantified with the normalized dot product (NDP)—as a function of the strength of connection, “contribution”, between the retina and LGN. Contribution is equal to the percentage of LGN spikes that were evoked from the recorded retinal ganglion cell. Data points in vertical register (relayed and non-relayed) are from the same pair of cells. Mean NDP values: relayed spikes = 0.21 +/- 0.2, non-relayed spikes = 0.15 +/- 0.2. B. Scatter plot showing the relationship between the visual stimulus preceding relayed and non-relayed spikes and the LGN neuron’s STRF map—quantified with the normalized dot product (NDP)—as a function of the strength of connection, “contribution”, between the retina and LGN. Mean NDP values: relayed spikes = 0.19 +/- 0.2, non-relayed spikes = 0.08 +/- 0.2. C. Scatter plot showing the relationship—quantified with the normalized dot product (NDP)—between the visual stimulus and a cell’s STRF map for relayed and non-relayed retinal spikes. Open symbols indicate values when using the retinal ganglion cell’s STRF, filled symbols indicate values when using the LGN cell’s STRF. When using either the retinal or LGN STRF, NDP values are significantly greater for relayed spikes compared to non-relayed spikes. D. Mean ISI distribution from our sample of retinal ganglion cells. This distribution was calculated by averaging the normalized histograms for each retinal cell. Error bars indicate SEM. E. Relationship between the efficacy of first and second retinal spikes in a pair as a function of ISI. Efficacy is the percentage of retinal spikes that drive LGN spikes. Second spikes have a greater efficacy than first spikes for ISIs up to ~30 msec. Gray bands denote SEM. F. Histogram showing the mean relationship between normalized dot product values and retinal spikes that follow different ISIs, where the normalized dot product is a measure of how well the white-noise stimulus that preceded each spike matched each cell’s spatiotemporal receptive field map (see Materials and Methods). Retinal spikes that follow short ISIs are more likely to be evoked by stimuli that best match the retinal ganglion cells receptive field. Error bars indicate SEM.
Figure 4.
Scatter plot showing an increased latency between stimulus and response for relayed retinal spikes compared to non-relayed spikes. Latency is taken from each spike class’ impulse response and corresponds to the time between stimulus and maximum response. Across our sample of cell pairs, relayed spikes have a significantly longer latency than non-relayed spikes. Crosshairs indicate mean and SEM.
Figure 5.
Analysis of spike train statistics demonstrates that retinal firing events have high precision. 
A. Raster plot showing the occurrence of retinal spikes during 100 repetitions of a white-noise stimulus (300 msec of the 10 second stimulus shown). Relayed spikes indicated with red ticks, non-relayed spikes indicated with black ticks. B, D, and F. Peri-stimulus time histograms for each spike class—all spikes, relayed spikes, and non-relayed spikes—binned at 0.3 msec and smoothed. Solid lines indicate firing probability for each time bin. Vertical gray shading indicates the sum of all Gaussians fit to each event. Note that events distributed over a single bin could not be fitted by a Gaussian and are excluded from analysis. C, E, and G. Scatter plots showing spike count variance versus spike count for the 3 categories of spikes: all spikes, relayed spikes, and non-relayed spikes. Events were identified separately for each category of spikes. Diagonal lines indicate firing statistics expected by a purely Poisson spike generator; lower scalloped lines denote the lowest possible variance at each mean spike count. Frequency/occurrence distributions are shown to the right of each scatter plot with a dashed line indicating the mean variance. Figure inset shows an expanded view of panel C illustrating the extent to which scallops are nested.
Figure 6.
Spike timing and spike number are more precise for relayed spikes compared to non-relayed spikes, leading to higher information content. **A.** Scatter plot comparing the temporal variance of relayed and non-relayed spikes. Relayed spikes occur with significantly greater spike timing precision (less variance) than non-relayed spikes. **B.** Scatter plot comparing the spike number variance of relayed and non-relayed spikes. Relayed spikes have significantly less variance in spike number than non-relayed spikes. **C.** Scatter plot comparing the amount of information (bits/spike) contained in relayed and non-relayed spikes. Relayed spikes carry significantly greater information than non-relayed spikes. Crosshairs indicate mean and SEM.